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To create watchlists from the Threat Intelligence Feeds page:
1. On the navigation bar, click Threat Intelligence. 
2. Select the feed for which to create a watchlist.
3. From the Actions menu, click Create Watchlist:

4. The Add Watchlist window opens.

5. In the Name field, enter a meaningful name for the watchlist.
6. (Optional) Provide a description to give additional details about the watchlist, such as 

its purpose.
7. In the Feed Score Criteria section, use the various fields to enter the score criteria for 

the severity of IOCs to track.
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8. On the Type dropdown menu, click Process or Binary.
9. Select the Email Me check box to receive email notifications when hits occur.
10. Select the Create Alert check box to send an alert when conditions matching the 

watchlist occur. Triggered alerts are reported in the Alert Dashboard page and the 
Triage Alerts page. For more information on alerts, see Chapter 20, “Console and 
Email Alerts.”

11. Select the Log to Syslog check box to log all matching hits to syslog. Syslogs are 
written to /var/log/cb/notifications/. For watchlists, log filenames have the 
form cb-notifications-<watchlist ID>.log.

12. Click Save changes.

Managing Watchlists
Watchlists can provide you with valuable information about conditions that matter in your 
environment. You might need to fine-tune watchlists for your environment, based on their 
performance and the quality of the information they provide. 
You can monitor the status of a watchlist to see whether and when it has executed, and 
whether there are any error conditions associated with the watchlist. If you find that the 
watchlist is not performing as expected, you can edit, disable, or delete it.

Watchlist Status
Watchlists show the following status in the table view: 
• Queued – This appears when a watchlist was recently created and is waiting to be 

executed.
• Timeout – This appears when a watchlist does not execute successfully (or generate 

an error) after two minutes. A timed-out watchlist will be re-tried, but will only be run on 
events that appeared between its failed execution and the retry time. See “Slow or 
Error-producing Watchlists” for more information.

• Expired – This appears when the watchlist has not had any hits in the specified 
period. See “Watchlist Expiration” for more information.

• Error – This appears when an error happens during watchlist execution and indicates 
that the watchlist did not execute successfully. See “Slow or Error-producing 
Watchlists” for more information. If you are unable to resolve an error condition, 
consider contacting VMware Carbon Black Support.

In the Watchlist Details panel, descriptive messages appear if the last execution of the 
watchlist resulted in an error or a timeout. For successful executions, the details panel 
shows the following:
• Last execution – The time of the last successful execution.
• Duration – The duration required to complete execution. See “Slow or Error-

producing Watchlists”.
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Watchlist Expiration
You can configure Carbon Black EDR to notify you when a watchlist has not received any 
hits over a specified period of time. This might be a sign that the watchlist is not useful and 
can be deleted, or perhaps that the query in the watchlist must be modified to be effective. 
Watchlist expiration is informational only. When a watchlist expires, you are prompted to 
take action on it, but it is still fully functional unless you delete or disable it.
A single watchlist expiration configuration applies to all watchlists.

To configure watchlist expiration:
1. On the navigation bar, click Watchlists. 
2. Click Configure Expiration.

3. By default, watchlists are marked as “Expired” if they have received no hits over a six-
month period. To use a different time period for expiration or to reconfigure a watchlist 
page that had expiration turned off:
a. Make sure the Notify me when watchlists have not received hits in radio 

button is selected.
b. Enter a number in the box and choose the units (days, months, or years) from the 

menu.
4. If you do not want any watchlists to be designated as expired, click the radio button 

that reads Do not mark watchlists as expired if they have no hits.
5. Click Save Configuration.

Slow or Error-producing Watchlists
Temporary conditions might cause a watchlist to timeout or fail with an error message. 
However, if a watchlist continues to fail, you might need to investigate it and consider 
modifying the query or deleting the watchlist.
You can identify slow or error-producing watchlists on the watchlist table by using the 
Duration choice on the Sort by menu. 
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This produces the following results:
• Watchlists that have not executed successfully, including disabled, queued, errored 

out or timed out watchlists, appear first. Because you are not usually interested in 
disabled watchlists, consider clicking the Enabled tab to eliminate disabled watchlists 
from your results.

• After the non-executed watchlists, watchlists that have been executed successfully 
are listed, beginning with the slowest (longest duration) watchlist and then in 
descending order of duration.

Duration, timeout and error status is also displayed underneath the watchlist name in the 
Watchlist Details panel.
After you identify a problematic watchlist, you can examine its Query field or Feed Score 
Criteria to see whether there are any obvious issues, such as leading wildcards in the 
query. Chapter 14, “Advanced Search Queries,” includes guidelines for creating queries, 
including query usage that could cause difficulties. 
If you are unable to modify a watchlist in a way that produces efficient, successful 
performance, you can contact VMware Carbon Black Support for further troubleshooting.

Editing Watchlists
You can edit a watchlist in the Watchlist Details panel of the Watchlists page. For most 
changes, the underlying ID that uniquely identifies the watchlist remains the same. 
However, if you edit the watchlist search query, it effectively becomes a new watchlist. 

To edit watchlists:
1. On the navigation bar, click Watchlists.
2. In the left panel, select the watchlist to edit. Its details appear in the right panel.
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3. You can edit the following attributes of the watchlist:
a. To change the name of the watchlist, click the pencil icon next to the name at the 

top of the page.
b. To edit the watchlist query, click the pencil icon for the Query box. In the Edit 

Watchlist Query dialog box, modify the query and then click Save Changes.
Note: Saving a modified watchlist query overwrites the watchlist ID even if the 
watchlist name is the same. Therefore, any references to the older version of the 
watchlist, such as in alerts or through the API, are no longer connected.

 

c. To disable the watchlist, click Disable. To enable it, click Enable.
d. To receive email notifications when there are hits that match your search, select  

Email Me. Deselect the checkbox to stop receiving email notifications.
e. To send an alert when conditions matching the watchlist occur, select Create 

Alert. Deselect the checkbox to stop sending alerts.
f. To log all hits that match the search to syslog, select Log to Syslog. Syslogs 

are written to /var/log/cb/notifications/. In this case, the log filenames 
have the form cb-notifications-<watchlist ID>.log.

Deleting Watchlists
You delete watchlists using controls on the details panel for that watchlist on the 
Watchlists page.

To delete a watchlist:
1. On the navigation bar, click Watchlists.
2. In the left panel, select the watchlist to delete. Its details appear in the right panel.
3. In the top-right corner, click Delete and click OK to confirm the deletion.
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Chapter 20

Console and Email Alerts

This chapter explains how to create and manage Carbon Black EDR alerts in the Carbon 
Black EDR console. Alerts can be triggered based on watchlist or VMware CB Threat Intel 
feed events. This chapter also explains how to enable email alerts to report these events.

Sections

Topic Page
Overview of Alerts 285

Enabling Console Alerts 285

Viewing Alert Activity on the HUD Page 286

Managing Alerts on the Triage Alerts Page 288

Enabling Email Alerts 293
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Overview of Alerts
You can create alerts to indicate in the Carbon Black EDR console when suspicious or 
malicious activity appears on your endpoints. Alerts are available for two types of events:
• Watchlist hits – Watchlists can be configured to send an alert when conditions 

matching the watchlist occur. See Chapter 19, “Watchlists,”.
• Threat intelligence feed hits – Threat intelligence feeds can be configured to send 

an alert when that feed reports an IOC. See Chapter 16, “Threat Intelligence Feeds,”.
Triggered alerts are reported in two locations in the Carbon Black EDR console:
• The HUD page contains a summary that shows the number of unresolved alerts, the 

number of hosts that have unresolved alerts, and other alert-related data, including 
the alerts for each host. See “Viewing Alert Activity on the HUD Page” on page 286.

• The Triage Alerts page contains more details about triggered alerts and provides a 
filter and search interface to find alerts that match different criteria. It also allows you 
to manage the alert workflow, marking the status of each alert from its initial triggering 
to its resolution. See “Managing Alerts on the Triage Alerts Page” on page 288.

You can configure watchlists and threat intelligence feeds to send email alerts when there 
is a “hit” on data from a Carbon Black EDR sensor that matches the watchlist or feed. You 
can enable email alerts in addition to or instead of the Carbon Black EDR console-based 
alerts. See “Enabling Email Alerts” on page 293 for more information.

Enabling Console Alerts
You can enable alerts for any watchlist or threat intelligence feed. Consider how many hits 
you are likely to receive when you enable alerts. Some watchlists or feeds might generate 
too many hits to be useful, making it more difficult to identify significant alerts. Ideally, an 
alert should get your attention for issues that you need to follow up on. No alerts are 
enabled by default.

Watchlist Alerts
Watchlists are user-created, custom, saved searches that are based on process search, 
binary search, or feed results. You can use watchlists to monitor endpoints for detected 
IOCs. You can also select the most important watchlists to monitor and add console alerts. 
Then, you can then view and manage these key watchlist and feed hits in the Triage Alerts 
page.

To enable console alerts for a watchlist:
1. On the navigation bar, click Watchlists.
2. In the left panel of the Watchlists page, select the watchlist for which to create an 

alert. Use the Search box at the top of the panel to locate a watchlist that does not 
immediately display.

3. In the right panel, click the Enable button if the watchlist is disabled, and select the 
Create Alert check box. 
The watchlist will begin generating alerts.
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Threat Intelligence Feed Alerts
Threat intelligence feeds provide information that helps you identify malware and its 
sources. Carbon Black EDR integrates with third-party and internal feeds (such as the 
VMware CB Threat Intel Reputation and Carbon Black EDR Tamper Detection) that 
identify hosts on which tamper attempts have occurred.
Adding a Carbon Black EDR console alert to a feed allows you to highlight hits matching 
reported malware from a specific source. You can then view and manage high-importance 
feed and watchlist hits in one place, on the Triage Alerts page.
Make sure you understand the volume of reports that you will receive from any feed before 
enabling alerts for it. Among other things, read the description of a feed on the Threat 
Intelligence Feeds page. Some feeds include a specific recommendation not to enable 
alerts, because of the report volume or percentage of false positives that can occur.

To enable console alerts for a threat intelligence feed:
1. On the navigation bar, click Threat Intelligence.
2. Select the Notifications dropdown menu and select the Create Alert check box for 

each feed panel to enable console alerts.

To disable console alerts for a threat intelligence feed:
1. On the navigation bar, click Threat Intelligence.
2. Select the Notifications dropdown menu, and uncheck the Create Alert check box 

for each feed panel to disable console alerts.

Viewing Alert Activity on the HUD Page
The HUD page is a customizable page that provides a summary of alerts on hosts that 
report to your Carbon Black EDR server. See “Using the Head-Up Display Page” on page 
295.
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By default, the Unresolved Alerts panel displays all unresolved alerts for a sensor. You 
can also display resolved, false positive, and in- progress alerts by clicking a button at the 
top of the Unresolved Alerts panel:
• Resolved
• False Positive
• In Progress
• Unresolved

The Unresolved Alerts panel contains these columns:

The Unresolved Alerts panel also contains a View all link in the top-right corner. Clicking 
this link displays the Triage Alerts page.

Note
You can enlarge the Unresolved Alerts panel to display more details by 
holding your left mouse button down on the bottom-right expansion icon 
and dragging the panel to the desired size.

Note
Some columns in this panel are sortable, such as the Score and Time 
columns. You can determine if columns are sortable by hovering your 
cursor over the column name; sortable column names will turn black and 
your cursor will change to a hand icon. An arrow appears, indicating the 
sort direction (ascending/descending).

Pane Description
Score Displays the alert severity, where 100 is a severe threat 

and 1 is not a threat.

Source Displays the feed that is associated with the alert, such as 
threat intelligence and watchlist feeds. Clicking a link in this 
column opens the associated page.

Host Displays the host that is associated with the alert. Clicking 
a link in this column opens the Sensors page.

Cause When the alert is caused by a binary, this column displays 
the binary’s MD5 hash. Clicking on this link takes you to the 
Search Binaries page.
When the alert is caused by a process, this column 
displays the process name. Clicking on this link takes you 
to the Search Processes page.

Time Displays the time when the alert occurred.
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Managing Alerts on the Triage Alerts Page
When an alert is received that indicates suspicious or malicious activity, incident 
responders must:
• Determine the seriousness of the alert.
• Determine whether the alert indicates a sufficiently severe threat.
• Find a way to resolve a serious threat.
These tasks might involve using the following Carbon Black EDR features:
• Endpoint Isolation
• Live Response
• Banning
It might also require using other tools.
Given the high volume of threat reports, it is critical to prioritize, investigate, and keep 
track of alert statuses. After an alert is resolved, it should be removed from the list of 
threats requiring attention so that ongoing threats can be addressed.
The Triage Alerts page provides features for alert management. It includes search and 
filtering capabilities for locating specific alerts or alert types. It also allows you change  
alert status. 

To open the Triage Alerts page:
On the navigation bar, click Triage Alerts.

The Triage Alerts page is divided into three major sections:

Note
You also can navigate to the Triage Alerts page from the HUD page by 
clicking View all in the Unresolved Alerts panel. See “Viewing Alert 
Activity on the HUD Page” on page 286.
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• The top section includes the Search field and button, Add Criteria button, Reset 
search items button, and Actions menu. 

• The middle section contains filters that are category-specific lists (Status, Username, 
and so on). These filters show the percentage of alerts that match different values in 
each category, and allow you to filter the view to show alerts that match values.

• The bottom section contains the Alerts table, which contains details for alerts that 
match the search criteria that is entered in the first two sections.

Displaying the Report Name
The middle section of the Triage Alerts page lets you filter by various criteria, including 
Reports. By default, the Reports display shows the report ID (for example, dbe2eab5-
3829-45df-b6c4-3dfb7a215d69). You can change the display to show the report name (for 
example, “PowerShell executed with encoded instructions”).
To change the display, you must change a setting in the cb.conf file. The default value 
of this setting is False: use this feature with caution because additional memory will be 
used in proportion to the number of reports on your server. 

To enable the display of report names:
1. On the Carbon Black EDR server, open /etc/cb/cb.conf for editing.
2. Set FeedHitLoadReportTitles=True.
3. Set the number of characters (from -1 to 80) for the report name in the 

FeedHitMaxReportTitleLength field. The default (and maximum) number of 
characters is 80. A value of -1 keeps the report name from being truncated in bus 
events, syslog, and email notifications.  

4. Restart cb-enterprise services.
After you have changed the cb.conf setting and restarted cb-enterprise services, the 
report names are populated in the following places:
• In the Triage Alerts page Records facet.
• Bus events.
• Syslog notifications.
• Email notifications. Both report ID and report name are displayed in the email. If the 

feature is turned off, the report name is displayed as “Unknown”.

Reviewing Alerts
Each row in the Alerts table shows the description and data for an individual alert. The 
description and data that appears can vary depending on a variety of factors, including:
• The source and type of the alert.
• Whether the binary for a process has been signed.
• Whether a binary is “Trusted” by the Carbon Black EDR Alliance.

FeedHitLoadReportTitles=True

FeedHitMaxReportTitleLength=80
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The Alerts table has several tools for adjusting the table display:
• Sort order – You can sort the Alerts table using the Sort By button in the top-right 

corner of the Alerts table. You can sort by:
- Severity (default) 
- Most Recent
- Least Recent
- Alert Name Ascending
- Alert Name Descending

• Page navigator – You can use the page navigation bar in the bottom-right corner of 
the Alerts table to move between pages in tables views that do not fit on a single 
page.

Alerts Table Data
The row for each alert in the table shows the following columns:

• Alert – Contains the following details:
- An icon that represents the process or binary that caused the threat alert, if 

available. If there is no special icon for this binary, a generic file icon is used
Note: Tamper alerts show what feed is triggered; the icon is of the host type.

- The directory path where the process or binary is installed.
- If this is a binary, the blue process link takes you to the Binary Details page. If this 

is a process, the blue process link takes you to the Process Analysis page. 
• Host – Shows host details and a link to the Sensor Details page.
• Source – The watchlist or feed that triggered the alert with a link to that watchlist or 

feed.
• Severity – The severity score of the alert that Carbon Black EDR produces based on 

underlying alert data. Click the Severity number to show additional details by which 
the severity is calculated:
- Feed rating
- Report scores
- Confidence
- Criticality
The Severity numbers are color-coded, with red being severe threats and green 
being low threats. A score of 100 represents the most severe alerts.

• Time – The time when the alert was triggered.
• State – The alert state, which includes:
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- Mark as Resolved – Select this when the alert is resolved.
- Mark as Unresolved – By default, only unresolved alerts are displayed. 
- Mark as In-Progress – Select this for alerts that have resolutions in progress.
- Mark as False Positive – Select this for alerts that were not true threats.

See “Managing Alert Status” on page 291.

Managing Alert Status
You can change the status of individual alerts or all alerts in the current view. Changing 
alert status is strictly for alert management purposes. It helps you organize alerts that 
need attention, are being investigated, have been resolved, or are false positives. 
Change an alert status to indicate what you are doing or have done based on your review 
of an alert. An alert status has no effect on the actual issue that caused the alert.
In the Alerts table, the far-right column includes an icon representing the current alert 
status and a drop-down list for changing that status.
The following table describes the alert status options and shows their icons.

To change the status of all alerts matching a search and/or filter:
1. On the navigation bar, click Triage Alerts.
2. On the Triage Alerts page, enter the search string and/or filter criteria for the alerts that 

have a status to change.
3. From the Actions menu (located in the top-right corner of the Triage Alerts page), 

select the Mark all menu option for the status to assign.
4. Click OK in the confirmation window to change the status of all of the alerts on the 

page.

To change the status of a single alert:
1. On the navigation bar, click Triage Alerts.
2. In the Alerts table, select the check box to the left of the alert that has a status that 

you want to change.
3. From the Actions drop-down list (located in the top-right corner of the Triage Alerts 

page), select the appropriate option for the status you want to assign.

4. Click OK in the confirmation window to change the status of the selected alert.

Note
When using the Mark all commands, be sure that you want to change all 
of the alerts matching the current filter and search, including those on 
pages that are not displayed. After you change the status, there is no 
“undo” command. Be especially careful about changing alert statuses 
when the view is unfiltered (showing all alerts).

Note
Changed alerts will disappear from the current view if you have filtered the 
page for a different status.
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Ignoring Future Events for False Positive Alerts
Feeds use a variety of criteria to determine if a file or event is a threat, and you might not 
agree with all of the alerts that are generated by certain feeds. When you review alerts and 
determine that an alert is not reporting an actual threat, you can mark that alert as a “false 
positive”, so you can eliminate it from the list of alerts that require your attention. 
Carbon Black EDR also provides a feature that lets you ignore future instances of a false 
positive alert from a threat feed. You can choose to ignore an individual alert, or specify 
that all alerts matching your search criteria should be ignored in the future.

To ignore the triggering event for an alert:
1. On the navigation bar, click Triage Alerts.
2. In the Alerts table, select the check box to the left of the alert.
3. In the Status column, select Mark as False Positive in the dropdown menu.

4. In the Mark as Resolved False Positive dialog, you can ignore future events from 
this report by moving the slider button to Yes. Click Resolve.

Marking events from multiple alerts to be ignored involves searching for the alerts you 
want to ignore, confirming that the results are what you expect, and then making a bulk 
resolution.

Note
Only threat feed alerts can be designated as alerts to ignore. Alerts from 
watchlist matches are always triggered, since watchlists are assumed to 
use criteria that your Carbon Black EDR users choose.
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Enabling Email Alerts
You can enable email alerts to report events that trigger watchlist and threat intelligence 
feed alerts. This feature informs you of events of interest, even when you are not logged 
into the Carbon Black EDR console. You can then go to the console to investigate and 
resolve the alert. The email alerts feature is enabled on a per-console user basis.

Configuring an Email Server
Before enabling email alerts for specific watchlists or feeds, you should decide which 
email server to use. You can: 
• Use your own email server.
• Use the Carbon Black EDR external email server.
• Opt out of email alerts. 
If you use the Carbon Black EDR external email server, the following information is sent 
through the server and stored by Carbon Black EDR:
• Your server ID
• The time of the email
• The name of the watchlist or feed are that triggered the hit

To configure an email server for alerts:
1. Log in to Carbon Black EDR as a Global Administrator or Carbon Black Hosted EDR 

Administrator.
2. Cick Username > Settings. 

3. On the Settings page, click E-Mail.

Important
Carbon Black strongly recommends that you use your own email server, because 
email sent through the Carbon Black EDR external email server is sent over the 
Internet in clear text.
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All email alerts for all console users will use these settings.

Enabling Specific Email Alerts
After you have configured an email server, any watchlist or feed can be configured to send 
email alerts when it gets a hit on a Carbon Black EDR sensor. 
You can turn on/off email alerts for individual watchlists and feeds as needed (for example, 
if you find that a watchlist or feed is creating too much email traffic). Email alerts for any 
specific watchlist or feed are enabled on a per-user basis.

To enable email alerts for a watchlist:
1. On the navigation bar, click Watchlists.
2. Select the watchlist for which to enable email alerts. If the watchlist name is not visible 

or you are not sure what the name is, use the Search field.
3. Confirm that the watchlist is enabled. 
4. Check the Email Me check box.

To enable email alerts for a threat intelligence feed:
1. On the navigation bar, click Threat Intelligence.
2. To activate email alerts for a feed, select the Email Me on Hit check box. 

Note
If you have upgraded from a previous release of Carbon Black EDR, any 
email alerts that you had enabled for watchlists and threat intelligence 
feeds remain enabled after the upgrade.
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Chapter 21

Using the Head-Up Display Page

This chapter explains how to use the Head-Up Display (HUD) page, which is a 
customizable dashboard in the Carbon Black EDR console.

Sections

Topic Page
Overview of HUD 296

Endpoint Hygiene Panel 297

Event Monitor Panel 297

Query Duration Panel 298

Resolution Time Panel 299

Saved Searches Panel 299

Sensors Panel 299

Unresolved Alerts Panel 301
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Overview of HUD
The HUD page is a customizable page that provides a summary of alerts on hosts that 
report to your Carbon Black EDR server. It provides a quick reference view that includes 
details on the following:
• Endpoint hygiene
• Event monitoring
• Query duration time
• Resolution time
• Saved searches
• Sensors involved in alert activity
• Unresolved alerts

Viewing the HUD Page
To view the HUD page:
• In the navigation bar, click the logo at the top left corner of the console.

Customizing the HUD Page
To reposition HUD panels:
• Hold down your left mouse button on a panel and drag the panel to the desired 

location. 

To resize HUD panels:
• Hold down your left mouse button on the bottom-right resizing icon and drag the panel 

to the desired size. Note that larger panels display more details.
As you customize the HUD layout, the layout is automatically saved for future use per 
device.

Sortable Columns 
Some columns are sortable. You can determine if a column is sortable by hovering your 
cursor over the column name. Sortable column names change colors and your cursor 
changes to a hand icon. An arrow appears that indicates the sort direction (ascending or 
descending).
The following sections describe HUD page panels. However, the Unresolved Alerts 
panel is described in “Viewing Alert Activity on the HUD Page” on page 286.
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Endpoint Hygiene Panel
The Endpoint Hygiene panel shows the daily percentage of hosts that are reporting 
suspect processes over a 30-day period. This percentage is based on two values that 
Carbon Black EDR records:
• The total number of active hosts in the network. 
• The number of hosts that have one or more bad processes.
The following image shows zero endpoint activity, which is desirable.

Event Monitor Panel
The Event Monitor panel provides a live feed of event activity. It updates every five 
seconds. 
• Vertical bars indicate alert activity, such as resolving an alert or incoming alerts.
• Horizontal lines indicate watchlist activity.
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Query Duration Panel
Queries that take longer than a second to complete are presented in this panel. At a 
glance, you can see which queries are taking a long time to complete, and take action to 
improve query structures and efficiency.

You can filter the displayed queries in the following ways:
• All – Displays all queries that take longer than a second to complete.
• UI – These slow queries are generated at the UI. 
• Watchlist – Automated queries. Watchlist queries are created by Carbon Black EDR 

users and run every 10 minutes.
• Feed Report – Automated queries that the threat research team generates. You 

cannot edit the queries, but you can ignore them.
• API – These queries are run via an API.
A user or script can run UI- or API-generated queries many times. If any query takes long 
enough to appear in the Query Duration Panel, multiple executions of that query add to 
the overall effect.
For queries that are too long to display in the panel, you can hover over the query to cause 
the entire query to display in the hover text. You can also click Copy to copy a query. This 
is useful for closely examining a complex slow-running query, and for editing a query to 
improve performance.
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Resolution Time Panel
The Resolution Time panel contains a graph that displays the average time (in hours) 
between reporting and resolution of alerts on each day over a 30-day period.

Saved Searches Panel
The Saved Searches panel provides a convenient list of your saved process searches. 
Click a saved search to go to the Process Search page. See “Save Searches” on page 
176.

Sensors Panel
Use the Sensors panel to monitor and manage sensor hosts. See “Managing Sensors” on 
page 80.
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By default, uninstalled sensors do not display in this panel. Select the checkbox to show 
uninstalled sensors.
By default, all sensor hosts in your organization display; in this case, you cannot perform 
any actions on the displayed sensor hosts. You can select a group for which you have 
permissions and then perform the following actions on the hosts in that group:
• Sync 
• Restart
• Uninstall; see “Installing, Upgrading, and Uninstalling Sensors” on page 71.
• Isolate; see “Isolating an Endpoint” on page 143.
• Remove isolation
You can also search for a specific host by computer name or IP address.

The Sensors panel contains the following columns:

Pane Description
Activity Displays the time related to the sensor activity.

Health Displays the sensor health score, where 100 is healthy. 
Lower numbers indicate problems. See “Sensor Health 
Score Messages” on page 310.

Health Message Displays a health message that relates to the sensor health 
score. See “Sensor Health Score Messages” on page 310.

Host Displays the name of the host on which the sensor is 
installed. Click the host name to go to the Sensors page 
for that host. See “Viewing Sensor Details” on page 89.

Sensor Version Displays the sensor version.

Status Indicates whether the sensor is online or offline, and 
whether the sensor is undergoing any activity. For example, 
if a sensor is online and syncing, the status displays 
syncing-online.
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Unresolved Alerts Panel
By default, this panel displays all unresolved alerts for a sensor. You can also display 
resolved, false positive, and in-progress alerts.

See “Viewing Alert Activity on the HUD Page” on page 286.
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Chapter 22

Netconn Metadata

This chapter describes additional or recently added netconn metadata in Carbon Black 
EDR. It specifically describes TLS fingerprinting. 

Sections

Topic Page
Overview of TLS Fingerprinting 303

How TLS Fingerprinting Works 303

TLS Fingerprinting Implementation 304
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Overview of TLS Fingerprinting 
Transport Layer Security (TLS) fingerprinting is a platform-independent method for 
creating TLS fingerprints that can easily be shared for improved threat intelligence. TLS 
fingerprints are properties of a netconn event for TCP connectivity only.
JA3 and JA3S are TLS fingerprinting methods. JA3 fingerprints how a client application 
communicates over TLS, and JA3S fingerprints the server response. Combined, they 
create a fingerprint of the cryptographic negotiation between client and server.
JA3, when used in combination with JA3S, is a useful method to fingerprint a TLS 
negotiation between client and server. When used in conjunction with a process hash, 
even greater fidelity can be achieved. For example, some Peer-to-Peer (P2P) client 
connections can be tracked via TLS fingerprinting. This can be used to correlate an 
application if the binary and/or process metadata has been changed to avoid more direct 
forms of identification. Additionally, commodity malware variants often re-use 
cryptographic information, resulting in a common JA3 hash across families. 

How TLS Fingerprinting Works
To initiate a TLS session, a client sends a TLS Client Hello packet following the TCP 
handshake. This packet, and the way in which it is generated, is dependent on packages 
and methods that are used when building the client application. The server responds with 
a TLS Server Hello packet that is based on server-side supported ciphers and 
configurations as well as details in the Client Hello. 
Because TLS negotiations are transmitted in the clear, it is possible to fingerprint and 
potentially identify client applications using the details in the TLS Client Hello packet.
The JA3 method gathers the decimal values of the bytes for the following fields in the 
Client Hello packet:
• Version
• Accepted cipher suites
• List of extensions
• Elliptic curves
• Elliptic curve formats
It then concatenates those values together to create an MD5 hash (or unique fingerprint) 
that can enhance traditional cybersecurity approaches such as allow lists, deny lists, and 
searching for IOCs.
The JA3S method then gathers the decimal values of the bytes for the following fields in 
the Server Hello packet:
• Version
• Accepted cipher
• List of extensions
It concatenates these values in the same way as the Client Hello packet, resulting in 
an MD5 hash known as a JA3S fingerprint.



VMware Carbon Black EDR 7.3 User Guide  Netconn Metadata

304

TLS Fingerprinting Implementation
TLS fingerprinting is available with the 7.1.0 release of Carbon Black EDR (for Windows 
7.0.0 and higher sensors only). It provides additional endpoint telemetry that can be 
delivered to the Carbon Black EDR server, and used for narrowing investigations of known 
malware by identifying known TLS fingerprints. 
TLS fingerprints can be specified as IOCs in custom threat feeds. See “Threat Intelligence 
Feeds” on page 243.
TLS fingerprints can be used in the following ways:

Process Search 
TLS fingerprints are searchable via Process Search. See “Overview of Process Search” 
on page 173. For example:

Process Analysis 
TLS fingerprints appear in the Process Analysis page (under netconn events), and as 
quick filters. See “” on page 182 and “Process Event Filters” on page 190. For example:

Watchlists 
TLS fingerprints can be used in watchlists. See “Watchlists” on page 273. For example, to 
create a TLS fingerprint watchlist:
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In addition, TLS fingerprints can trigger an alert, email or syslog event. 
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A p p e n d i x  A

Sensor Parity

This appendix contains two tables that show which Carbon Black EDR features or 
configurations are available for sensors on each operating system platform.
• Sensors are discussed in Chapter 6, “Managing Sensors.”
• Sensor groups are discussed in Chapter 7, “Sensor Groups.”

Sections

Topic Page
Sensor Feature Support 307

Sensor Group Feature Support 309
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Sensor Feature Support
The following table describes whether certain features are available on sensors:

 

Feature Windows Linux OSX
Binaries (Collection) Yes Yes Yes

Binary Info (Collection) Yes Yes Yes

BinaryModule loads (Collection) Yes Yes Yes

Carbon Black Live Response Yes Yes Yes

Child Process events (Collection) Yes Yes Yes 

Compatibility Control No No Yes

Cross Process events (Collection) Yes No No

Retention Maximization Yes No Yes

Diagnostics collection with 
SensorDiags

Yes Yes Yes

Disable sensor operation events Yes No No

EMET events (Collection) Yes N/A N/A

File modifications (Collection) Yes Yes Yes1

Global VDI Support Yes Yes Yes

Hash Banning Yes Yes2 Yes

Hash Banning Allow List (restrictions) Yes No No

Improved proxy support: WPAD & 
PAC files

Yes No No

Known DLLs (Dylib/Mac) Filtering Yes No Yes

Network Connections (Collection) Yes Yes Yes

Network Connections for IPv6 
(Collection)

Yes Yes Yes

Network Isolation Yes Yes2 Yes

Non-Binary File Writes (Collection) Yes Yes Yes

ODX Support Yes N/A N/A

Process Information (Collection) Yes Yes Yes

Process user context (Collection) Yes Yes Yes

Proxy Support (unofficial support) Yes Yes Yes

Registry modifications (Collection) Yes N/A N/A

Server TLS certificate swapping Yes3 No Yes3
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SHA256 hashes in events 
(Collection)

Yes4 No Yes4

Support for FIPS Yes No No

Tamper Detection Yes No No

Tamper Protection No No No

TLS JA3 and JA3S Fingerprinting Yes No No

Notes
1 - The OS X sensor reports a file write event at the time a process opens 
the file. This event is based on the requested access mask. It is not based 
on actual writes. Even if the process does not write anything in the file, a 
file write event occurs.
2 - At the time of this server release, currently available eBPF-based 
sensors (for RHEL/CentOS 8.0 and SUSE 12&15) do not support 
isolation or banning.
3 - TLS cert swapping support is for sensor versions Windows 6.2.3-win 
and Mac 6.2.5-osx and above.
4 - SHA-256 sensor support begins with 6.2.x sensors for both Windows 
and macOS. Check the VMware Carbon Black User Exchange or 
VMware Carbon Black Support for any updates about other sensors that 
can generate this hash type.
SHA-256 hashes are reported in addition to MD5 hashes. They can be 
used to report information to the Event Forwarder (v3.4.0 or later) and are 
also displayed on relevant pages in the console. See https://github.com/
carbonblack/cb-event-forwarder for information on installing and 
configuring the event forwarder.

Feature Windows Linux OSX

https://github.com/carbonblack/cb-event-forwarder
https://github.com/carbonblack/cb-event-forwarder
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Sensor Group Feature Support
The following table describes whether certain features can be configured for sensor 
groups:

Feature Windows Linux OSX
Alerts Critical Level Yes Yes Yes

Banning Settings Yes Yes Yes

Binaries (Enable/Disable) Yes Yes Yes

Binary Info (Enable/Disable) Yes Yes Yes

BinaryModule loads (Enable/Disable) Yes Yes Yes

Child Process events (Enable/Disable) Yes Yes Yes

Cross Process events (Enable/Disable) Yes N/A N/A

Retention Maximization (Enable/Disable) Yes No Yes

EMET events (Enable/Disable) Yes N/A N/A

File Modifications (Enable/Disable) Yes Yes Yes

Known DLLs (Dylib/Mac) Filtering 
(Enable/Disable)

Yes No Yes

Network Connections (Enable/Disable) Yes Yes Yes

Non-Binary File Writes (Enable/Disable) Yes No No

Process Information (Enable/Disable) Yes Yes Yes

Process user context (Enable/Disable) Yes Yes Yes

Registry modifications (Enable/Disable) Yes N/A N/A

Sensor Name Yes No No

Sensor Network Throttling Yes No Yes

Sensor Upgrade Policy Yes Yes Yes

Sensor-side Max Disk Usage (%) Yes Yes Yes

Sensor-side Max Disk Usage (MB) Yes Yes Yes

Server TLS certificate swapping (choose 
cert)

Yes No Yes

Server TLS strict certificate validation Yes No Yes

Tamper Level Settings Yes N/A N/A

VDI Behavior Enabled Yes Yes Yes
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A p p e n d i x  B

Sensor Health Score Messages

This appendix describes sensor health score messages that display on the Sensor Details 
page in the Carbon Black EDR console. Sensors are discussed in Chapter 6, “Managing 
Sensors.” 
Sensor health scores are generated by using a variety of inputs. The default score for a 
sensor that is running without any issues is 100. Carbon Black subtracts points from this 
score for events that fall outside of the “healthy range”, based on severity. Sensor health 
score messages are provided in the Carbon Black EDR console when the sensor is in an 
unhealthy state. 
Health events are presented in priority order. If two events occur at the same time, the 
message for the higher priority event is presented, regardless of the severity. The sensor 
can only report one message at a time even when multiple messages occur. The last 
message type that is processed by the sensor is the one that is reported to the server.
The priority order for each sensor type is listed in the following applicable sections.

Sections

Topic Page
Windows Health Events 311

macOS Health Events 315

Linux Health Events 318



VMware Carbon Black EDR 7.3 User Guide  Sensor Health Score Messages

311

Windows Health Events 

Priority List
1. Driver and component failures
2. NetMon Stream driver failure
3. Service component failure
4. Memory usage
5. GDI handle count
6. Handle count
7. Disk space
8. Event loss
9. Event load

Driver and Component Failures
Cause
This alert occurs if Netmon, Svc component, or core drivers fail to load.

Impact
The sensor does not collect netconn events if the Netmon driver fails. The sensor can stop 
collecting one or more event types if Svc component fails. The sensor does not collect any 
events if the core driver fails.

Severity Scale

Remediation
Restart the failed service. For Netmon issues, a system reboot and re-installation of the 
network driver might be necessary if issues persist. Contact VMware Carbon Black 
Technical Support if issues continue.

Memory Usage
Cause
Carbon Black EDR sensor service memory usage has risen above expected values.

Impact
Excessive memory consumption can impact system and application performance.

Driver failure Health score Message
Svc component -25 Svc component failure

Netmon driver -25 NetMon stream driver failure

Core driver -100 Core driver failure
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Severity Scale

Remediation
Restart service. Contact VMware Carbon Black Technical Support if issues continue.

GDI Handle Count
This metric records GDI handles usage from the sensor service. GDI handles are used in 
module extraction only.

Cause
Carbon Black EDR sensor service GDI handle usage is above normal values.

Severity Scale

Remediation
Analyze event collection to see if a specific event type is generating an excessive count. If 
these are non-binary file writes, this collection type can be often be turned off; see Turning 
off event-collection of Non-Binary file writes.

Handle Count
This metric records kernel handles usage from the sensor service. This metric does not 
include GDI (Graphics Device Interface) or user handles. Sensors that are running on 
Windows XP x86 do not report this metric.

Cause
Carbon Black EDR sensor service kernel handle usage is above normal values.

Memory (MB) Health score Message
> 50 -5 Elevated memory usage

> 100 -10 Elevated memory usage

> 200 -20 High memory usage

> 512 -25 Very high memory usage

> 1024 -50 Excessive high memory usage

GDI handles Health score Message
> 100 -5 High GDI handle count

> 500 -10 Very high GDI handle count

> 1000 -20 Excessive GDI handle count
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Severity Scale

Remediation
Analyze event collection to see if a specific event type is generating an excessive count. If 
these are non-binary file writes, this collection type can be often be turned off; see Turning 
off event-collection of Non-Binary file writes.

Disk Space
Cause
The free disk space on the volume where the Carbon Black EDR sensor is installed has 
dropped below normal values. This metric does not consider available disk space on other 
system disks.

Impact
Data collection/usability impact.

Severity Scale

Remediation
Run utilities to clear disk space.

Event Loss
Cause
Events are dropped by the kernel driver due to high activity or component malfunction.
Note that this is calculated by the percentage of total kernel events that were dropped.

Impact
Potential impact to data collection.

Handles Health score Message
> 500 -5 Elevated handle count

> 1000 -10 High handle count

> 2000 -25 Very high handle count

> 4000 -50 Excessive handle count

Disk space (MB) Health score Message
< 1024 -5 Low disk space

< 100 -25 Very low disk space

< 10 -50 Excessively low disk space

https://community.carbonblack.com/t5/Knowledge-Base/Turning-off-event-collection-of-Non-Binary-file-writes/ta-p/45819
https://community.carbonblack.com/t5/Knowledge-Base/Turning-off-event-collection-of-Non-Binary-file-writes/ta-p/45819
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Severity Scale

Remediation
Restarting the service should resolve the issue.

Event Load
Cause
The number of outstanding raw kernel events to be processed has exceeded a threshold. 
Note that Netconn events are handled in a separate driver.

Impact
Data collection/usability impact.

Severity Scale

Remediation
Analyze event collection to determine what is generating the event load. Consider 
disabling event collection on certain event types. 

Event loss (%) Health score Message
1 -5 Elevated event loss

2 -10 High event loss

5 -20 Very high event loss

10 -50 Excessive event loss

Event queue depth Health score Message
> 512 -5 Elevated event load

>1024 -10 High event load

> 4096 -25 Excessive event load
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macOS Health Events

Priority List
1. Memory usage
2. Out of license
3. Upgrade issue
4. Proxy driver failure
5. Procmon driver
6. Netmon driver

Memory Usage
Cause
Carbon Black EDR sensor service memory usage is above normal values.

Impact
System stability and performance can be impacted if abnormal memory usage persists.

Severity Scale

Remediation
Restart the service. Contact VMware Carbon Black Technical Support if issues continue.

Out of License
Cause
Server license is expired.

Impact
The sensor is currently unable to push data to the server. Event data is cached on the 
endpoint. Attempts to send data can cause elevated bandwidth consumption.

Memory (MB) Health score Message
> 100 -10 Elevated memory usage

> 250 -20 High memory usage

> 512 -25 Very high memory usage

> 1024 -50 Excessive memory usage
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Severity Scale

Remediation
Apply updated license to the Carbon Black EDR server.

Upgrade Issue
Cause
Probably due to an unapproved kext or a required restart at the endpoint to complete the 
upgrade.

Impact
Inoperable until the condition is resolved.

Severity Scale

Remediation
Check kext status and approve if necessary for upgrade failure condition. Contact VMware 
Carbon Black Technical Support if issues continue.

Proxy Driver Failure
Cause
Probable cause is an OS kernel major version mismatch with the proxy driver.

Impact
Sensor does not collect process events correctly because the proxy driver is not 
connected to OS sys tables.

Severity Scale

Condition Health score Message
Expired license -25 Out of License

Condition Health score Message
Upgrade incomplete -75 Endpoint must be restarted to 

complete upgrade

Upgrade failed -75 Carbon Black EDR kernel 
extensions are not approved for 
load

Condition Health score Message
Driver fails to load -25 Proxy driver failure
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Remediation
Validate that the kernel version is supported by the sensor. If the OS version is supported, 
restart the service. Contact VMware Carbon Black Technical Support if issues continue.

Procmon Driver
Cause
Issue with loading procmon (process monitoring) driver, or version mismatch from a failed 
upgrade.

Impact
The sensor might stop collecting one or more data collection types.

Severity Scale

Remediation
Restart the service. Contact VMware Carbon Black Technical Support if issues continue.

Netmon Driver
Cause
There is an issue with loading netmon (network monitoring) driver, or a version mismatch 
from a failed upgrade.

Impact
The sensor might stop collecting netconn events.

Severity Scale

Remediation
Restart the service. Contact VMware Carbon Black Technical Support if issues continue.

Condition Health score Message
Version does not 
match sensor version

-37 Procmon driver version mismatch

Driver fails to load -37 Procmon driver failure

Condition Health score Message
Version does not 
match sensor version

-37 Netmon driver version mismatch

Driver fails to load -37 Netmon driver failure
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Linux Health Events

Priority List
1. Out of license
2. Failed to get event log stats
3. Driver failure
4. Memory usage

Out of License
Cause
Server license is expired.

Impact
The sensor is currently unable to push data to the server. Event data is cached on the 
endpoint. Attempts to send data can cause elevated bandwidth consumption.

Severity Scale

Remediation
Apply updated license to the Carbon Black EDR server.

Failed to get Event log Stats
Cause
There is an issue loading a procmon driver, or there is a version mismatch from a failed 
upgrade.

Impact
The sensor cannot track the current event log.

Severity Scale

Remediation
Restart CB daemon. Contact VMware Carbon Black Technical Support if issues continue.

Condition Health score Message
Expired license -25 Out of License

Condition Health score Message
Cannot determine 
current event log stats

-50 Failed to get Event log stats
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Driver Failure
Cause
An issue occurred when loading a driver.

Impact
The sensor might stop collecting one or more data collection types.

Severity Scale

Remediation
Restart CB daemon. Contact VMware Carbon Black Technical Support if issues continue.

Memory Usage
Cause
Carbon Black EDR sensor daemon memory usage is above normal values.

Impact
System stability and performance can be impacted if abnormal memory usage persists.

Severity Scale

Remediation
Restart CB daemon. Contact VMware Carbon Black Technical Support if issues continue.

Condition Health score Message
Driver failure -50 Driver failure

Memory (MB) Health score Message
> 75 -5 Elevated memory usage

> 100 -10 Elevated memory usage

> 250 -20 High memory usage

> 300 -25 Very high memory usage

> 450 -50 Excessive memory usage


